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Before we start...

Mathematical proof is the gold
, ) ) standard of confidence and
e [|I'mnot an Al Verification expert! assurance. How much can

e Background in Al safety & security we use th;TZ ;?:;s to make
e UK’s Advanced Research & Invention Agency '
o Maths for Safe Al

o Safeguarded Al Safeguarded Al programme
aims to develop a workflow for
leveraging general-purpose Al
to produce domain-specific Al
applications with quantitative
guarantees of safety in their

contexts of use.



Outline

1. “Old Rivals, New Friends” - Rethinking the Synergies of FM & Al
2. A Space of Opportunities - Secure Software, Safe Al

3. Call to Action - Looking for science entrepreneurs!




Old Rivals,
New Friends



Residual Misgivings

o Al

Unprincipled
Unreliable, untrustworthy
o No natural allie in the search of certainty

Do not scale
o Do not generalise easily / brittle
o Impractical, hard to use

e Current FM*Al applications

o Limited use (e.g. input-output, narrow cases)
o Challenge to scale to complex real-world
deployments

Methods




Rethinking the FM & Al Synergies

The Bitter Lesson

Rich Sutton One thing that should be learned from the bitter lesson is the great

March 13, 2019

YYVYVYVY

power of general purpose methods, of methods that continue to
scale with increased computation even as the available computation
becomes very great. The two methods that seem to scale arbitrarily
in this way are search and learning.

Search proofs

Search programmes

Learn proofs (certificates)

Learn translations (informal< >formal, between languages)
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Neural Continuous-Time Supermartingale Certificates

Reth i n ki n g t h e Sy ne rg i es Grigory Neustroev', Mirco Giacobbe?, Anna Lukina'

!Delft University of Technology, the Netherlands
2University of Birmingham, UK

> Lea n p I'OOfS / p I'OOf ce I’tiﬁ CateS g.neustroev @tudelft.nl, m.giacobbe @bham.ac.uk, a.lukina@tudelft.nl
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Rethinking the FM"Al Synergies

> ‘Democratize’ formal methods
> Improve adoption

e
' s Isabelle

Y

natural language




Rethinking the Synergies

Al for FM FM for Al
- Address proof complexity < > - Providerigorous assurance
- ‘Democratize’ formal methods - Enableresponsible adoption

- Drive adoption




A Space of
Opportunities



Secure Software

Challenge Solutions?

Al is taking software by storm Can we make it easy, cheap and the

' i i ST T default to write secure code?
Coding assistants, ‘'vibe coding’, coding fault to wri u

agents, etc. What new affordances does Al give us

hat?
But: Al tends to make code less secure todo that

(e.g. Chonget al. 2024)
Introduces bugs

False sense of security
Harder to fix




Al-Assisted Formally Verified Code

1. We know how to write secure code.

The HACMS program: using formal methods to
eliminate exploitable bugs

Kathleen Fisher [, John Launchbury and Raymond Richards
Published: 04 September 2017 https://doi.org/10.1098/rsta.2015.0401




Al-Assisted Formally Verified Code

1. We know how to write secure code.

2. Butit takes alot of human hours!
a. Sel4estimated totake 25-30 person years.

3. Let Al do the (hard) work




Writing Formally Verified Code

( Specigications :]
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Writing Formally Verified Code

Natural Language

X

Framework InterFramework Deployment

Specification
Logic

Intent : InterAgent l Specification

Documentation

)

Implementation
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utOutput2Spec
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ilmplementation H [Compiler] Executable

ProgramRepair

“A Toolchain for Al-Assisted Code
Specification, Synthesis and Verification”
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Atlas Computing, Lin et al. 2024




Safe Al

Critical infrastructure, e.g.
- Energy
- Communication
Transport
Digital

Rapid progress in Al

Finance

Challenge

Incentive to deploy blackbox systems in + military, ...)
increasingly consequential contexts |




Safe Al

Challenge
Rapid progress in Al

Incentive to deploy blackbox systems in
increasingly consequential contexts

Our ability to adequately assess and
secure these deployments remains poor

In particular, the challenge of generality
and/or autonomy

______________________________________________

Impossibility of exhaustive empirical
testing for general domains

Classical safety engineering methods
depend on defining a clear ‘operational
envelope’ - which is hard to do for
general autonomous Al.

Distributional shift; among others
caused by Al adoption itself




Safe Al

Challenge
Rapid progress in Al

Incentive to deploy blackbox systems in
increasingly consequential contexts

Our ability to adequately assess and
secure these deployments remains poor

In particular, the challenge of generality
and/or autonomy

How will this play out?

e World 1: Threshold for acceptable
risk stays constant, adoption occurs
accordingly

e World 2: ‘Capability overhang’
(capability outpaces assurance) —
Increasing pressure to deploy

= Need to upgrade our safety
engineering ‘machinery’ (fast)




Safe Al

Solutions?

Can we make it easy, cheap and the
default to writeseeare-eode-make safe
Al?

What new affordances does Al give us
todo that?




Write..formally verlﬁed Al?? ° . \,
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Not exactly
(But close)

Get Al to write a {Al application} that it can certify is correct.




Safe Al

‘T want
x!" AGI > world




Not-Safe Al

)
)

T want
x!ﬂ

€“-———-—-—==

What do we mean?

AGI

>

v
Distributional shift
Side-effects
Scheming

Misuse
Multi-agent risks

world




Safe Al?

. Yes?
Solution
—_—> Wworld
for X

| Proof
certificate




Safe Al?
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Safe Al?

Forma“y Solution o
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Safe Al?

Forma“y
S(aecﬂ:ieo(
Task

Solution
for X

AL

Proof
certificate

runtime
mov\itor




Safe Al?
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See e.g. Towards Guaranteed-Safe Al (2024)
Safe Al?
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See e.g. Towards Guaranteed-Safe Al (2024)
Safe Al?

No?

Forma“y
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Solution
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_— World

! Task
Proof
e s - certificate
wWorld Sa\ce‘tt/
g 3 Model Spec
= ( - Medical devices (e.g. pacemaker)
L L a5 - Energy grid balancing, 5G networks, etc.

- Clinical trial design

- Supply chain optimisation

- Civil engineering (predictive maintenance & planning)
- Robotic/AV control systems




Call to action



There is a lot to do, and not much time!

If you are keen to build things in this space, reach out!
nora.ammann@aria.org.uk




