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● I’m not an AI Verification expert!

● Background in AI safety & security

● UK’s Advanced Research & Invention Agency
○ Maths for Safe AI 

Mathematical proof is the gold 
standard of confidence and 
assurance. How much can 

we use these tools to make 
AI safe?

○ Safeguarded AI

Before we start…

Safeguarded AI programme 
aims to develop a workflow for 
leveraging general-purpose AI 
to produce domain-specific AI 
applications with quantitative 
guarantees of safety in their 

contexts of use. 



Outline

1. “Old Rivals, New Friends” – Rethinking the Synergies of FM & AI

2. A Space of Opportunities – Secure Software, Safe AI 

3. Call to Action – Looking for science entrepreneurs!



Old Rivals, 
New Friends



Residual Misgivings

● AI
○ Unprincipled
○ Unreliable, untrustworthy
○ No natural allie in the search of certainty 

● FM
○ Do not scale
○ Do not generalise easily  / brittle
○ Impractical, hard to use

● Current FM*AI applications
○ Limited use (e.g. input-output, narrow cases)
○ Challenge to scale to complex real-world 

deployments



Rethinking the FM & AI Synergies

➢ Search proofs

➢ Search programmes

➢ Learn proofs (certificates)

➢ Learn translations (informal<>formal, between languages)

➢ …



Rethinking the Synergies
➢ Search proofs

Ren et al. 2025Wang et al. 2025



Rethinking the Synergies
➢ Learn proofs /proof certificates



Rethinking the FM*AI Synergies
➢ ‘Democratize’ formal methods
➢ Improve adoption



Rethinking the Synergies

FM for AI

- Provide rigorous assurance

- Enable responsible adoption 

AI for FM

- Address proof complexity

- ‘Democratize’ formal methods

- Drive adoption

<>



A Space of
Opportunities



Secure Software

Challenge

AI is taking software by storm

Coding assistants, ‘vibe coding’, coding 

agents, etc. 

But: AI tends to make code less secure 
(e.g. Chong et al. 2024)

- Introduces bugs

- False sense of security

- Harder to fix

Solutions?

Can we make it easy, cheap and the 
default to write secure code? 

What new affordances does AI give us 

to do that? 



AI-Assisted Formally Verified Code

1. We know how to write secure code. 



AI-Assisted Formally Verified Code

1. We know how to write secure code. 

2. But it takes a lot of human hours! 
a. SeL4 estimated to take 25-30 person years.

3. Let AI do the (hard) work



Writing Formally Verified Code



Writing Formally Verified Code



Writing Formally Verified Code



Writing Formally Verified Code

Atlas Computing, Lin et al. 2024

*

* * *

*“A Toolchain for AI-Assisted Code 
Specification, Synthesis and Verification”



Safe AI

Challenge

Rapid progress in AI

Incentive to deploy blackbox systems in 

increasingly consequential contexts

Critical infrastructure, e.g.
- Energy
- Communication
- Transport
- Digital
- Finance

Autonomous systems (transport, 
military, …)
Misuse risk (e.g. cyber, bio…)



Safe AI

Challenge

Rapid progress in AI

Incentive to deploy blackbox systems in 

increasingly consequential contexts

Our ability to adequately assess and 

secure these deployments remains poor

In particular, the challenge of generality 

and/or autonomy

Impossibility of exhaustive empirical 
testing for general domains

Classical safety engineering methods 
depend on defining a clear ‘operational 
envelope’ – which is hard to do for 
general autonomous AI.  

Distributional shift; among others 
caused by AI adoption itself



Safe AI

Challenge

Rapid progress in AI

Incentive to deploy blackbox systems in 

increasingly consequential contexts

Our ability to adequately assess and 

secure these deployments remains poor

In particular, the challenge of generality 

and/or autonomy

How will this play out? 

● World 1: Threshold for acceptable 

risk stays constant, adoption occurs 

accordingly

● World 2: ‘Capability overhang’ 

(capability outpaces assurance) → 

Increasing pressure to deploy

⇒ Need to upgrade our safety 

engineering ‘machinery’ (fast)



Safe AI

Solutions?

Can we make it easy, cheap and the 
default to write secure code make safe 

AI? 

What new affordances does AI give us 

to do that? 



Write…formally verified AI?? 

=



Write…formally verified AI?? 
Not exactly

=



Write…formally verified AI?? 
Not exactly
(But close) =



Write…formally verified AI?? 
Not exactly
(But close)

Get AI to write a {AI application} that it can certify is correct.



Safe AI



Not-Safe AI

?? !!

What do we mean? Distributional shift
Side-effects
Scheming
Misuse 
Multi-agent risks
…



Safe AI?
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Safe AI? See e.g. Towards Guaranteed-Safe AI (2024) 



Safe AI?

Examples:
- Medical devices (e.g. pacemaker)
- Energy grid balancing, 5G networks, etc.
- Clinical trial design
- Supply chain optimisation
- Civil engineering (predictive maintenance & planning)
- Robotic/AV  control systems
- …

See e.g. Towards Guaranteed-Safe AI (2024) 



Call to action



There is a lot to do, and not much time!

If you are keen to build things in this space, reach out!  

nora.ammann@aria.org.uk


