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Partially observable MDPs

a, b

a, b

States @, initial state qg, actions Act, observations Obs.

Strategies are functions (Act x Obs)* — D(Act).
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Beyond immediate observations? Belief!

From b € D(Q), we play a and receive observation o. Then, we believe we are in ¢'. ..

obs(o | q',a) 3 ,cqP(d' | 9,a)b(q)
Y qeqobs(o]d.a)> .o P(d | q,a)b(q)

b'(q") =

This assumes observations depend on the action played and the target state of the transition. . . it could

just as well be deterministic and target state dependant only.

e, 413



What can we solve in POMDPs?

Unbounded horizon problems
m Expected discounted reward optimization
m Expected limit-average reward optimization
m Omega-regular objective sat-probability optimization
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What can we solve in POMDPs?

Unbounded horizon problems
m Expected discounted reward optimization
m Expected limit-average reward optimization
m Omega-regular objective sat-probability optimization

Bad news [Madani, Hanks, Condon ’99]

Already asking whether there exists a finite memory strategy o such that:

Pr(Reach(T)) > 0.5
o

is undecidable. Most by reduction from (gap version of the) emptiness problem for probabilistic automata.
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Lots of bad news

O. Madani et al. ] Artificial Intelligence 147 (2003) 5-34

Classical

Planning

31 32 4.1, 42
PFA Probabilistic Infinite=Horizon
Emptiness Planning UMDP
3.15 4.3 4.1, 4}\ 45
PFA Infinite-Horizon Infinite~Horizon Infinite-Horizon
e
Threshold Discounted Undiscounted POMDP
Isolation POMDP POMDP Approximation
><T 46
Infinite~Horizon Finite~Horizon Optimal
FOMDP POMDP Finite Contreller
Existence

Fig. 1. Summary of Undecidability Results. Problems in bold rectangles are those established as undecidable in
this paper, with the proofs starting from the result in the oval. In the rounded rectangles are related problems with
previously known complexity results. Arrows point from “easier” to “harder” problems. Above each problem is

sy the section number where the problem is addressed.
of Antwerp
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Good news for omega-regular objectives

m Common objectives:

m Reachability: a good state is eventually visited,
m Biichi: p: Q — {1,2}; good states (2) are visited infinitely often,
m coBiichi: p: Q@ — {0,1}; bad states (1) are visited finitely often.
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Good news for omega-regular objectives

m Common objectives:
m Reachability: a good state is eventually visited,
m Biichi: p: Q — {1,2}; good states (2) are visited infinitely often,
m coBiichi: p: Q@ — {0,1}; bad states (1) are visited finitely often.

m More generally: function p: Q — {0,...,d} assigning priorities to states.

m Parity objective: the maximal priority seen infinitely often is even.

m Question: does there exist an almost-sure strategy?

Decidability in POMDPs [Baier et al. '12; Chatterjee et al. '16]

m Almost-sure reachability, safety, and Biichi are EXPTIME-complete.

m Almost-sure coBiichi (and therefore parity) are undecidable.
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Example of a difficult POMDP
a, b

Almost-sure strategy?
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Example of a difficult POMDP
a, b

a,b

Almost-sure strategy? Move to ¢»/qg5 when increasingly high probability to be in gj.

ey 8/13



Revelations: When is the belief support enough?

Strong revelations

A POMDP is strongly revealing if for every transition g = g, there is a non-zero probability of revealing ¢’.
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Revelations: When is the belief support enough?
Strong revelations

A POMDP is strongly revealing if for every transition g = g, there is a non-zero probability of revealing ¢’.

Not strongly revealing: g; = ¢}
is a possible transition, but nothing
can reveal ¢} with certainty.

It is weakly revealing: for all
strategies, the current state is re-
vealed infinitely often almost surely.
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Decidability boundary

DECIDABILITY

strongly revealing

weakly revealing

all POMDPs

Revelations make POMDPs easier and allow for simpler algorithms/policies
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Open problems

Expected limit average and discounted reward
Does there exist a strategy o such that E,[Val] > t?
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Open problems

Expected limit average and discounted reward
Does there exist a strategy o such that E,[Val] > t?
m Undecidable in general [Madani, Hanks, Condon '99]
m For revealing POMDPs this may still be (un)decidable

Probabilistic constraints

Does there exist a (finite-memory) strategy o such that:

Pr(Val > t) =1

in a given (revealing) POMDP?
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Conclusion

As my coauthors put it. ..
The nice thing about POMDPs is that they're undecidable! You can try any crazy approach and it'll be interesting.J
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Conclusion

As my coauthors put it. ..
The nice thing about POMDPs is that they're undecidable! You can try any crazy approach and it’ll be interesting.

Retroactive revelations
m To recover decidibility of emptiness in probabilistic automata, we restrict nondeterminism

m What does that mean for POMDPs? We're working on some promising versions of this
v

Questions?
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